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ABSTRACT
Advances in device–to–device (D2D) ecosystems have brought
on mobile applications that utilise nearby mobile devices in
order to improve users’ quality of experience (QoE). The
interactions between the mobile devices have to be trans-
parent to the end users and can be of many services – op-
portunistic networking, traffic offloading, computation of-
floading, cooperative streaming and P2P based k-anonymity
location privacy service, to name a few. Whenever mobile
users are willing to “ask for help” from their neighbours,
they need to make non trivial decisions in order to maximise
their utility. Current motivation approaches for mobile users
that participate in such environments are of two types: (i)
credit-based and (ii) reputation-based. These approaches
rely either on centralised authorities or require prohibitively
many messages or require tamper resistant security mod-
ules. In this paper we propose a trust-based approach that
does not require synchronisation between the mobile users.
Moreover, we present the three-way tradeoff between, con-
sistency, message exchange and awareness and we conclude
that our approach can provide first-rate data to neighbour
selection mechanisms for D2D ecosystems with much less
overhead.

1. INTRODUCTION
The popularity of smartphones is continuously increasing

with almost 1.5 billions of them, which is around 20 per-
cent of the world population, sold only in 2015 [25]. Their
capabilities exceed the ones of conventional servers of the
previous 5 to 10 years but these devices are only used for
personal use by their owners. On the other hand, mobile
applications are becoming more resource-hungry and this
motivates research on the area of Mobile cloud computing
(MCC) [18, 10, 9, 12]. MCC approaches offload the most
computationally expensive parts of mobile applications to
cloud surrogates in order to provide better quality of ex-
perience to the end users. Advances on MCC have been
mainly focused on the offloading decisions, the connectivity
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issues with the cloud surrogate as well as in pricing mod-
els. However, under-utilised and capable smartphones with
available battery can be found nearby and their owners are
willing to share their resources [2]. The concepts of wis-
dom of crowd and collective intelligence have been utilised
by mobile application developers to create a vast spectrum
of novel applications that can collectively leverage resources
from other mobile devices. Apart from applications with
computation offloading functionalities, context-aware appli-
cations have been developed for D2D ecosystems, as well.
Device-to-device ecosystems are composed by mobile de-

vices that are able to communicate without the support of
any fixed infrastructure. In such ecosystems, mobile users
form mobile ad-hoc networks (MANETs), communicate wire-
lessly via WiFi-direct, Bluetooth, or even NFC, move unpre-
dictably and form temporary and delay-tolerant networks
(DTNs). D2D ecosystems are challenging due to (1) their
unpredictability, which is caused by users’ mobility, (2) the
limited, compared to conventional computer, computational
resources and battery and (3) the incentives required to mo-
tivate mobile users to participate.
Resource sharing has to be transparent from the user and

needs to respect some sharing constraints (i.e. If the battery
level is more than L% and the CPU utilisation is less than
U%, a Dalvik virtual machine instance, with XYZ charac-
teristics can be initialised). This functionality can be re-
alised via the characteristics of the Hidden Market Design
(HMD) [22]. HMD mechanisms work transparently as a set
of background processes, without needing any input from
the application user. Users who wish to participate only
need to specify the amount of their resources they are will-
ing to share via a simple user interface [7].
Given that any mobile user is self-interest and he ide-

ally uses others’ resources without sharing any of his, co-
operation enforcing mechanisms have been proposed.
Modern mobile devices are able to, not only forward each
others’ packets like in the traditional MANET cases, but
also exchange resource-demanding services. Later, in Sec-
tion 3 we discuss such applications. Depending on the de-
sign of the cooperation mechanism, extra processing over-
head and accounting messages are needed in order to main-
tain and share information related to mobile users’ service-
ableness in the whole ecosystem. In this work, we argue
that lightweight, in terms of (i) message exchanging, (ii)
processing requirements and (iii) storage needs, coopera-
tion enforcing mechanisms can provide enough information
to neighbour selection mechanisms (NSMs) on D2D ecosys-
tems.
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Figure 1: Three way tradeoff of
trust estimation in D2D ecosys-
tems.

In order to justify our
argument we define
the price of incon-
sistency as the over-
head caused to the mo-
bile users by not select-
ing the most suitable
helpers due to lack of
complete information.
Additionally, we dis-

cuss the cost of syn-
chronisation, which

depends on (i) the number of the messages needed to be
spread in order to inform every mobile user in the ecosys-
tem and (ii) the required storage to save all the received
evaluations that lead to complete information.
We consider recommendation as a service, which is tak-

ing place whenever a mobile user is sharing her experience(s)
with other mobile users. Based on the past interactions with
the user that is giving the recommendations and her trust-
worthiness, her recommendations are evaluated. We formu-
late trust as a random variable, which depicts how much
user trusts another user on helping her with her task. The
calculation of trust is erroneous because a user can not be
familiar with all the interactions of all the other users. The
price of inconsistency depends on this error. It is worth to
remind that any credit based cooperation enforcing mech-
anism has to guarantee that the price of inconsistency is
zero. On the other hand, in such a mechanism, many more
messages should have been exchanged.
Neighbour Selection Mechanisms (NSMs) find the most

suitable nearby users based on the score of each candidate.
These scores are produced using collected data. This data
are created either by the NSMs themselves or by other coop-
eration evaluation mechanisms. Usually, an application that
is suitable for D2D ecosystem has a module to evaluate the
contribution of each helper. Depending on the application
and the request type, the evaluation can be either based on
the benefits caused by the help or by the saved costs. Our
argument is based on the fact that each mobile device does
not need to share all the data produced by her evaluation
with others. On the other hand, depending on the context
and the current knowledge of each mobile user, experience
sharing between mobile users can be helpful to them to form
opinion about others.
There exists a three-way trade-off, as shown in Figure

1, between the required size of data that lead to a robust
estimation about nearby devices (K), the amount of data
that should be broadcasted to everyone whenever two mobile
users interact (N) and the freshness of the stored data (mf).

2. RELATED WORK
Credit based schemes stimulate user cooperation in terms

of resource sharing by means of virtual currency (credits).
The key idea is that users providing a service should be re-
munerated, while nodes receiving a service should be charged
[4, 3, 19]. Reputation based schemes discourage misbe-
haviour by estimating users reputation and punishing the
ones with bad behaviour. The main difference between these
two approaches, and also the reason we decided to base our
approach in a trust and reputation based system, is the fact
that trust is a subjective concept since it is based on data col-
lected by the mobile user that produces trust scores as well

Application References
P2P based k-anonymity location privacy [1] [13] [24]
Cooperative Streaming [16] [11]
Face Recognition [17]
Video Compression [8]
Sensing [14] [15]
Computation offloading [20]
Opportunistic Networking [6]

Table 1: Applications for D2D ecosystems.

as from data she received by other trusted mobile users. This
subjectiveness implies a flexibility in the amount of
the required message exchange and also determines
the amount of inconsistency. On the other hand, credit
based systems require full consistency, otherwise any mali-
cious user can cheat and make the system collapse.
In our approach we do not force users to exchange mes-

sages after any interaction but we allow them to ask for
recommendations. The frequency with which a mobile user
is updating her knowledge base for other mobile users de-
fines her awareness. Awareness differs from consistency on
the fact that it does not require full knowledge about ev-
erything but only enough information to produce a robust
trust score.

3. APPLICATIONS FOR D2D ECOSYSTEMS
Applications on D2D ecosystems can be of many types.

Traditional packet forwarding and routing in DTNs will re-
gain popularity on the arrival of 5G technologies because
they allow users’ traffic to be routed via other proximal mo-
bile devices. Moreover, new smartphones will be equipped
with more than one cellular transceivers and will be able to
connect with multiple networks at the same time. Also, ap-
plications are able to be executed in more than one devices
[23], following the paradigm of computation offloading, that
was initially proposed for MCC architectures.
When a device receives a task from another node, she

needs to allocate additional resources in order to process the
task. Context-aware applications require help from other
nearby devices in order to estimate the context. For exam-
ple, mobile crowd sensing applications make use of devices’
sensors to perform local measurements and share their data
with each other. Context is a multifunctional variable of
time and the ambient conditions and is a type of informa-
tion that is worth sharing between mobile devices regardless
of whether they have past interactions or not. The use of
these resources will cost the device in terms of battery and,
in case of dataplan sharing, in terms of money. These costs
can be expressed as a function of the needed resources and
the network overhead. The requirements of the offloadable
tasks can vary based on the functionalities of the applica-
tion. We present a few sets of applications in Table 1.
The main difference between applications that have intro-

duced for MANETs and the aforementioned ones is the va-
riety in the possible requested help. Packet forwarding-like
applications evaluate the help of each node only by whether
she forwards or routes the packets she receives towards the
destination. D2D applications have a computation offload-
ing part that should be the main component in the used
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metrics. In other words, in traditional applications, all the
mobile users have the same role and usually the same needs
while in modern D2D applications mobile users can diver-
sify in many ways. Devices with different capabilities and
variety on mobile applications are two of them.

4. SYSTEM MODEL
In this work we focus on the exchanged data between

mobile users in D2D ecosystems and their use and store
by Neighbour Selection Mechanisms . These data are ex-
changed in order to help in the selection of nearby users. We
consider a D2D ecosystem with a set of mobile users U . We
define as interaction between two mobile users the service
and the message exchanges between them and we denote
with N the number of the messages that were exchanged
after the interaction. Any user u ∈ U , at time t may need
help in executing an application Au. In this work we do
not consider how u will select from whom of the other users
she will ask for help. Instead, we propose a lightweight way
of evaluating and keeping information related to the help
of other devices. Let’s assume that Au is split by u into
smaller tasks and u has decided to ask from v to help her
with the task Av

u. We formulate every possible application
A as a combination of services. The set of all possible ser-
vices is denoted by S = {S1, S2, . . . , S|S|} and then, each
application is a vector in the power set of S, A ∈ 2|S|.
Every mobile user, via a simple interface [22], shares some

of her resources. The set of shareable resources is denoted by
R = {R1, R2, . . . , R|R|} and there is a direct mapping from
an application vector to the set of the minimum required
resources in order for this application to be executed prop-
erly. Without loss of generality, we use normalised, to one,
values for the resources and the services.
Example 1: In the video compression application, one

device connects with another one, it sends a video, then the
helping device compresses the video and later when they
meet again, the helping device sends the compressed video
to the initial device. This means that the application re-
quires S1 = computation and S2 = local network connec-
tion. These two services are mapped to R1 = CPU, R2 =
Memory and R3 =TCP socket with nearby device.
Example 2: In the Cooperative streaming application,

multiple devices are connected with each other and some
of them are connected to the Internet and download parts
of the same video and share these parts with each other.
The cooperative streaming application requires S2 = local
network connection, S3 = Internet connection and S4 =
network buffer. These three services are mapped to R1 =
CPU, R2 = Memory, R3 =TCP socket R4 = mobile DB.
So A = (a1, a2, . . . , a|S|) can be described by the set of

the services it is based on and we assume that there exist a
mapping function r(·) such that:

r(A)→R (1)

At the end of each interaction, both devices are able to eval-
uate the interaction and based on the implemented cooper-
ation enforcing mechanism they will act accordingly. We
define a history matrix on each user u for user v, Hv

u ∈
IK,|S|+1, where I is the unit interval and K is the number
of the interactions which v has saved. The number of the
columns of Hv

u are two more that the number of the services
because each row contains In the second last column, the id

of the mobile device that shared the stored entry with user
u about user v. If this device is u herself, the the value is
equal to zero. The last column keeps the timestamp of the
interaction while the i-th column stores the evaluation of
the i-th service that user v promised to provide.

Hv
u =

Hv
u(1, S1) Hv

u(1, S2) . . . Hv
u(1, S|S|) id1 t1

Hv
u(2, S1) Hv

u(2, S2) . . . Hv
u(2, S|S|) id2 t2

...
... . . .

...
...

...
Hv

u(K,S1) Hv
u(K,S2) . . . Hv

u(K,S|S|) idK tK


Recommendation is one of the |S| services, which is tak-

ing place whenever a mobile user is sharing her experience(s)
with other mobile users. Based on the past interactions with
the user that is giving the recommendations and her trust-
worthiness, her recommendations are evaluated. The way
Hv

u will be used as well as the value of K depends on the
cooperation enforcing mechanism. We consider the case of
using a combination of a trust and a reputation system. We
refer to trust using the following definition: "Trust is the
ability to accurately predict another person’s behaviour.". We
formulate trust as a random variable θv

u(Av
u), which depicts

how much user u trusts user v on helping her with her ap-
plication part Av

u. In order to determine θv
u(Av

u) we define
a function f(·) such that:

θv
u(Av

u) = f(Hv
u · [Av

u|0|·]

−
K∑

i=1

∑
j∈U,j 6=v

(1− θj
u(Av

u)1j=idiA
v
u(i))) (2)

where Av
u(i)) is the i-th row of Av

u and 1j=idi = 1 if j = idi

and 0 otherwise.
Given that Av

u can be mapped, via Equation 1, to a set of
minimum required resources and that u is not familiar with
all interactions of v with the remaining U − {u, v} mobile
users, we argue that θv

u(Av
u) is erroneous. Moreover, in the

case where u had access to all the stored passed data with
v’s interactions with other users, she could have built a more
robust estimation of θv

u(Av
u). We define θ̃v

u(Av
u) as the trust

score u could have built about v if she had access to all v’s
interactions (K =∞). All these interaction can be known to
u if the cooperation enforcing mechanism was credit based,
then the enforced integrity guarantees would have allowed
u to be familiar with v’s interactions. On the other hand,
in such a mechanism, many more messages would have been
exchanged. Then the price of inconsistency is given by:

POI = ||θ̃v
u(Av

u)− θv
u(Av

u)|| (3)

An abstract formulation of the problem we are dealing with
in this paper is shown in Equations 4-6.

min
K∈Z

||θ̃v
u(Av

u)− θv
u(Av

u)|| (4)

s.t θv
u(Av

u) = f(Hv
u · [Av

u|0|·] (5)

−
K∑

i=1

∑
j∈U,j 6=v

(1− θj
u(Av

u)1j=idiA
v
u(i)))

θ̃v
u(Av

u) = f(Hv
u · [Av

u|0·] (6)

−
∞∑

i=1

∑
j∈U,j 6=v

(1− θj
u(Av

u)1j=idiA
v
u(i)))
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Since K is an fixed integer, whenever a new mobile user is
entering the system, other mobile users will try to create
data for her and she will also collect data for others while
after she has K entries for another mobile user, she will
carefully discard past data in order to store new ones.

5. PROPOSED APPROACH
We propose a lightweight approach that works in dis-

tributed way in each mobile user independently and without
any need of coordination. Our approach is based on the use
of the first and second moment of θv

u(Av
u). For the use of

f(·) we select the framework of Beta distribution. In order
to find out θv

u(Av
u) we need to first calculate the parameters

of Beta distribution which are αv
u(Av

u) and βv
u(Av

u). αv
u(Av

u)
is the weighted sum of all the positive interactions u has
collected about v for all cases where the services of Av

u were
used while βv

u(Av
u) is the weighted sum of the negative ones.

The weights in these sums are the trust score of the mobile
user that provided the entry. If the entry was provided by
u the weight equals to 1. In order to calculate these two
parameters we only need Hv

u and no communication with
other devices. The first two moments of Beta distribution
are given by:

µv
u(Av

u) = αv
u(Av

u)
αv

u(Av
u) + βv

u(Av
u)

σv
u(Av

u) = αv
u(Av

u)βv
u(Av

u)
(αv

u(Av
u) + βv

u(Av
u))2(αv

u(Av
u) + βv

u(Av
u) + 1)

We consider recommendations as one type of services in the
D2D ecosystems. Any new coming mobile user does not have
any collected data for the other mobile users. Whenever a
mobile user u has in her neighbour list a candidate for help
v with empty Hv

u, she assumes that αv
u(Av

u) = βv
u(Av

u) = 1,
which gives v a trust score of 0.5 with a uniform distribution
and the highest possible variance σv

u. We assume that every
mobile user has a confidence score (i.e. maximum acceptable
σv

u) in her opinion about other mobile users and in order to
satisfy this confidence score she requests information about
others from other trusted friends.
Given that the information that is produced by our pro-

posal is going to be used by Neighbour Selection Mechanisms
that are targeting on improving the QoE of D2D applica-
tions, it is important to not marginalise mobile users for
their selfish attitude in the past. On the other hand, free
riders should not have the same confrontation as the altru-
ists. During the calculation of αv

u(Av
u) and βv

u(Av
u), we use

a multiplication factor on each entry i of Hv
u:

mf = λ

t− ti
(7)

where λ is a possitive tuning parameter, t is the current
timestamp and ti the timestamp that the entry i was col-
lected. mf slows down the decrease of the variance and feeds
the need for new entries. In the general case, any mobile user
requests for others’ recommendation whenever her current
evaluation has bigger variance that the imposed threshold.
If her current entries is less than K, she just enters more en-
tries in her history matrix. If her history matrix is full, she
discards entries with small contribution to the distribution.
The contribution of each entry is calculated by multiplying
the entry by mf times the mean of the trust distribution
of the mobile user who offered the entry. If the entry was
inserted by the user herself, we multiply only by mf .

6. EVALUATION
In this section we show the validity of our initial argument.

In Section 6.1 we present a static analysis of users that are
uniformly distributed and we show how their population size
and the connectivity between them affects the number of the
messages needed to maintain the integrity of a credit based
system. Also we show how the number of the available data
from past interactions affect the consistency of the the users
regarding the serviceability of the others. After that, we use
three mobility traces in Section 6.2 to show that the trust
score follows the same trend as the credit redistribution in
a community of mobile users with different helping profiles.

6.1 Evaluation using Random Geometric graphs
We produce instances of static random geometric graphs

using MATLAB. We distribute uniformly users in a [0, 1]×
[0, 1] area. In Figure 2a we show how many retransmissions
are required in order for one message to arrive to all the
users of the network in the case of 1000 users or 2000 users.
The x-axis of both figures 2a and 2b show the connectivity
threshold. By connectivity threshold we define the ratio
between the coverage radius of a smartphone to the whole
examined area1. Moreover, Figure 2b shows how the graph
diameter is decreasing and the fraction of the users in the
major connected component is converging to 100% when the
connectivity threshold is increasing.
Figure 2c shows how the amount of the stored interac-

tions, K, affects the diversity of the trust scores between
mobile users. We have randomly selected a probability for
each user to be helpful to others in the begging of the sim-
ulations, which last for 10000 slots, and on every quarter
of the simulation time we change the profile of the users to
either not helpful or to completely altruistic that help ev-
eryone and we used λ = 1 in the equation 7.. As we can see
from the plot, if the collected data are not enough, the trust
estimation can not follow the profile change.

6.2 Evaluation using mobility traces
We implement an event-driven simulator to depict the per-

formance of our proposal. We used three datasets, Infocom
05 and Infocom 06 from the Haggle project [21] and Hu-
manet [5], which contain user mobility traces in different
environments. The duration of the simulation is one day.
We select the first day of the first two, while Humanet is
already only one day long. We considered all the mobile
users, which are 41 for Infocom 05, 78 for Infocom 06, and
56 for Humanet.
We performed an experiment to show the effects of the

incentive scheme and the reputation mechanism on reward-
ing the collaborating nodes and sidelining the selfish ones.
Given the limitations of the datasets, we diminished the ini-
tial budget of each mobile user to 2000 credits, so that the
selfish nodes can finish their budget during the one-day sim-
ulation period. All the mobile users are initialized with the
same trust score, which is 0.5. As explained in Section 5, if
we do not know anything about others, we set α = β = 1,
which means that the trust score is 0.5.
Figure 3 shows how the credits are distributed among

the users and how the reputation of the users changes af-
ter the simulation. These results are presented separately
1For the simulation purposes we assumed that all the smart-
phones have the same coverage radius and that are uniformly
distributed in a squared area.
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Figure 2: Results from Simulations. In the two leftmost Figures we present the required messages (N) and the formation of
the graph that produced by Random Geometric graphs. In the third Figure we show how the available storage (K) for the
collected data from recommendations affects the adaptability of our algorithm when users change helping profile.
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Figure 3: Redistribution of credits and trust scores among the different user categories, which are defined based on the battery
lower bound of their devices. We define three categories, with battery lower bound 25%, 75%, and 95%, which represent
altruistic, conservative, and selfish users, respectively. The reputation score of the selfish users decreases with time, making
them undesired by other nodes for offloading. This way, they quickly consume their credits, and without being able to gain
more their possibilities for collaboration with other mobile users are limited.

for users belonging to one of the three categories previously
defined: altruistic, conservative, and selfish. In the y1-axis
we show the box-plot representing the minimum, 25th, 50th,
75th percentiles, and the maximum of the cumulative num-
ber of credirs at the end of the simulation for each group.
In the y2-axis we show the box-plot of the cumulative rep-
utation of the users in each group. The trend from left to
right is decreasing for both metrics, until it drops to a mini-
mum for the free-riders (nodes with battery threshold 95%,
as explained in the Introduction, via a simple interface that
follows the principles of hidden market design).
It is important to notice that these values are strictly re-

lated to each other. When a node selects another node from
the list of the known nodes, it does so according to their
reputation score: The higher the reputation, the higher the
chances for a node to be selected. Based on this intuition,
in general, a node will only increase its reputation or main-
tain the same one (if a node has worst reputation than the
others, it will not be selected very often, so the chances that
it fails to successfully execute a tasks are lower). This intu-
ition is confirmed by the results of Figure 3, where we can
see that the almost all selfish nodes finish their credits, while
the altruistic ones increase their budget. In the long term, if
the selfish nodes want to be part of the system, they should
start gaining some credits and improve their reputation. To
do so, they should be more generous and change the bounds
accordingly, e.g. decrease the battery lower bound.
However, as we can see from the trend in Figure 3, the

reputation score is decreasing with the same speed as the
credits and this fact implies that both credit-based and rep-
utation and trues-based schemes can result, in the long term,
in the same outcome.

7. CONCLUSION AND FUTURE WORK
In this paper we analysed a mechanism that provides trust

scores to cooperation enforcing mechanisms for mobile de-
vices in D2D ecosystems. We argued that mobile users do
have a by-default motivation to help their neighbours and
that’s why they need schemes that stimulate user coopera-
tion. Moreover, we focus on reputation based mechanisms
because the credit-based ones, have high communication
cost in order to guarantee integrity, if possible. Evaluation
using static and dynamic graphs show that our selection is
the proper one for D2D ecosystems.
Our future work will focus on understanding how the in-

herent parameters of D2D ecosystems affect the trust esti-
mation and on implementing our proposal as a component
of a cooperation enforcing mechanism on Android.
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