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ABSTRACT
We introduce ReadMe, a real-time recommendation system
(RS) and an online algorithm for Mobile Augmented Reality
(MAR) ecosystems. A MAR ecosystem is the one that con-
tains mobile users and virtual objects. The role of ReadMe
is to detect and present the most suitable virtual objects on
the mobile user’s screen. The selection of the proper virtual
objects depends on the mobile users’ context. We consider
the user’s context as a set of variables that can be either
drawn directly by user’s device or can be inferred by it or
can be collected in collaboration with other mobile devices.

1. INTRODUCTION
Mobile Augmented reality (MAR) is the research area that

deals with the class of problems of supplement the reality
of mobile users with virtual objects [9, 13, 17]. The amount
of virtual objects can be huge and the selection of the most
suitable ones [8, 23] is not trivial due to the limited screen
sizes of the smartphones, or the wearable mobile devices like
Google Glasses. Modern smartphones employ a variety of
sensors and are able to sense: orientation, acceleration, lo-
cation, temperature, can record audio and video and more
importantly can connect to remote services. Therefore, they
can share the collected data and exploit the resources offered
by cloud services. Moreover, mobile devices can serendipi-
tously work together and exchange context-aware data [4].

In this work we present ReadMe, a low complexity and
scalable real-time Recommendation System (RS) that se-
lects the most suitable virtual objects to visualise in the
screen of the mobile device. Recommendation Systems have
attracted research attention by both academia and indus-
try [7, 1, 14, 19]. Julier et al. proposed information filtering
to solve the problem of clutter and improve the effective-
ness of display in MAR [11]. There are also many studies
on object recommendation for location-based systems [15,
16, 6, 5, 22]. These studies focus on integrating spatial,
temporal and social information into recommendation sys-
tems. By discovering correlations between users’ check-ins
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and the factors above, they tried to improve the quality of
recommended items with respect to a given user, time and
location. There exist location-based recommendation sys-
tems, which apply augmented reality in order to enhance
the experience of the users. Authors of [12] proposed a visu-
alization method to recommend the most suitable restaurant
in one area based on the preferences of the user and on on-
line comments, while Zhang et al. presented an aggregated
random walk algorithm incorporating personal preferences,
location information, and temporal information in a layered
graph to improve recommendation in MAR ecosystems [24].

ReadMe considers also enriched information, which are
not taken into consideration in traditional recommendation
systems, such as the user’s mood or her eye movement can
be used to improve the recommendation systems. Current
research studies show that it is easily implementable by an
eye tracking mechanism that follows the movement of the
user’s eyes [2, 10, 20]. We use the focus of user’s eyes as an
input to our recommendation system because it is meaning-
ful to assume that if a user is looking at one object or to one
area she is probably interested in specific type of objects1.
The MAR ecosystems are by nature dynamic with virtual
objects that are changing when the circumstances around
the user are changing. The virtual objects can belong to
different categories and should be treated differently. For
example, any detected emergency (e.g. fire alarm) should
be popped up immediately while shops would have high pri-
ority when ReadMe detects that the user is in a shop. On
the contrary, restaurants would not be good candidates for
recommendation if the user is already in a restaurant.

It is crutial for ReadMe to be able to process numerous
candidate objects efficiently and for that reason we employ
binary and general filters that decrease dramatically their
number. Furthermore, our real-time hybrid algorithm keeps
a sorted queue and has sublinear complexity in adding and
removing virtual objects. Another technical constraint of
MAR is the storage limitations of mobile devices. We can
not assume that all the virtual objects can be stored in the
smart device and for that reason we use a database as a
service cloud service [3, 18]. ReadMe differs from the existing
RS for MAR ecosystems in the following:

(1) it does not require any direct input from the user, (2)
it separates past check-ins in short-term and long-term, (3)
it categorises the virtual objects hierarchically and (4) it is
not application specific.

1In the case of not considering a smart glass device, the
focus can be given as an input by the user via a tapping in
the screen.
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Figure 1: ReadMe architecture.

2. README ARCHITECTURE AND DESIGN
Architecture-wise, ReadMe is composed of three main com-

ponents as depicted in Figure 1. The core component, which
supports most of the functionalities, is the smart device and
it is supported by two other components. A cloud DB com-
ponent that deals with the huge amount of data that are re-
lated to the virtual objects and an eye tracking device that
offers the user focus functionality. Before explaining how the
real time algorithm works, we introduce the required nota-
tion and we explain how we categorise the virtual objects.
Any user i at time t is described by the following tuple:

ui(t) = {uHi (t), uhi (t), usi (t), u
O
i (t), uoi (t)} (1)

where uHi (t), uhi (t) are the user’s check-in long history be-
tween time [ti0, t] and check-in short history between a time
window [t− ts, t] respectively. uHi (t) is the information the
system has collected by users behaviour from the start of
using the system (t0) until now

uHi (t) = {(t0, lt0 , o, R(t0)), . . . , (t, lt, o, R(t))} (2)

lt is the location of the check-in, o is the checked-in virtual
object and Rl(t) is the set of the recommended virtual ob-
jects at time t. uhi (t) is user’s behaviour at a short time
window (e.g from the start of the day). So uhi (t) ⊆ uHi (t).
usi (t) denotes the user’s social network information that is
user’s social connections, at time t, who also use the recom-
mendation system. The user’s social network is used to infer
the user’s preferences and interests. uOi (t) contains all the
virtual objects that are possible candidates for the user’s rec-
ommendation list and finally uoi (t) denotes the object that
the user is focused on. We assume a set of virtual objects
O(t) = {(oi, ci)}No

i=1 at time t, where oi is the ith virtual ob-
ject and ci is its label. For instance, we have virtual object
Hilton and its corresponding label hotel.

Figure 2 depicts our categorization. We first categorize
virtual objects based on whether they are user-independent
or user-specific. By user-independent, we mean the recom-
mendations of these objects are irrelevant to who the user is.
On the contrary, the system will recommend the user-specific
objects based on user’s profile as described in equation 1.
For example, fire alarms are user-independent while restau-
rants are user-specific. Within the user-independent objects,
we further classify them into urgent and regular ones, where
for urgent objects the system recommends them whenever
it detects them while regular objects are recommended on
the condition that the user is looking for them.

Within user-specific class, we divide objects into repeat-
able and unrepeatable. The system should not recommend
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Figure 2: Object categorisation in ReadMe

objects belonging to unrepeatable if the user has already
checked-in objects in this class within the time window uhi (t).
As for objects in class repeatable, the system encourages the
user to the similar objects based on his short history check-
ins uhi (t). We define a set of filters F = {f1, f2, . . . , fm}
to pick out the most relevant objects based on the user’s
mood, social network and the distance between the objects
and users. For every virtual object j ∈ uOi (t), our system
assigns a weight wij which is a function of the following pa-
rameters: type of category combined with user’s focus wcij ,

user’s short preferences whij , user’s long preferences wHij , so-

cial network preferences wsij and physical distance wdij .

wij = f
(
wcij , w

h
ij , w

H
ij , w

s
ij , w

d
ij

)
∈ [0, 1] (3)

wij is changing when one of the input parameters is chang-
ing. It is worth mentioning that all the other weights apart
from the distance are subjective to the user and their weights
are not changing as fast as the distance. Depending on the
user’s focus wcij equals to 0 or 1. If the user is focused in

one object of the catecory c∗, wij
c∗ = 1 for all objects in c∗

category and 0 for all the objects in all the other categories.
In case of no focus detected wcij = 1 for all objects. The

user’s short preferences are used to check if whij is 0 if it be-
longs to a non-repeatable category and the user has already
checked-in in an object of this category during a short time
window or 1 otherwise. On the other hand, wHij depends on
the user’s extracted statistics which came from the recom-
mendation lists and the checked-in objects as described in
equation 2. Furthermore, wsij depends on the statistics com-
ing from user’s social network. Equation 3 can be rewritten
as:

wij = (wcij&&whij) · f(wHij , w
s
ij) · wdij (4)

which means that the weight is proportional to the physical
distance between the user and the object and it is zero if the
user is focused on an other category or if she has checked-in
recently to an object that belongs to the same category and
the object belongs to a non-repeatable category. f(wHij , w

s
ij)

depends on the historical data of the user and her social
network and can become very sophisticated if we try to take
into account all the possible parameters. However, our pri-
mal constraint is to keep the algorithm as simple as possible
in terms of complexity. Our proposal for this function is a
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Figure 3: Flowchart of proposed algorithm. The main direction on the design of the algorithm is the abstraction between the
factors that can affect the weight of virtual objects.

linear combination of the historical data and the social data
with higher tuning parameter in the user’s history. In both
cases these weights are proportional to the number of times
the object was selected by the user divided by the times it
was in the recommendation list. Since the most frequently
changing parameter is the physical distance we consider the
two cases of a static user and a moving user separately.

Standing user: In this scenario we examine the case of
a user who is standing in a specific location l and as a result
the set of the possible virtual objects is fixed. The screen size
of a smart device is limited and only a few objects should
be selected. We split the time in periods of duration T
(minutes) and we subdivide each period in slots of duration
τ (seconds). In each slot a small fix number of objects,
k, can be presented on the screen at the same time. So in
each period at most k T

τ
distinct virtual objects are presented

in the screen. The first k objects that are presented are
the objects with the biggest weight, after their presence, we
decrease the weight of each one by the weight of the k-th
object. The algorithm recalculates the weights either when
all the weights become 0 or when the period expires.

Moving user: In this scenario, the user is browsing in
one path and virtual objects are being enqueued and de-
queued. We extend the aforementioned approach by divid-
ing the path in zones where the set of virtual objects is static
and the nearest objects to the user is the same to this path.
This approach is similar to the continuous nearest neighbour
search approach [21].

3. ALGORITHM
In this section, we formulate the problem we are studying.

Given a user ui, time t, location l and user dataset U(t), the
goal of our system is to recommend a list of virtual objects
⊆ uOi (t) which are most relevant to user ui’s current state.
Our approach is the following: Given all the possible virtual
objects, we calculate the weights of all the virtual objects in
uOi (t) and present all the objects with positive weight in a
weighted round robin way. Figure 3 gives us a big picture
of how our algorithm processes and recommends.

The system starts with the given data including the user’s
past information, time, location and all the other users’ in-
formation (e.g. previous check-ins). Then, it retrieves all
the user-independent virtual objects and presents the ur-
gent ones if any. After that, it checks if there is any regu-
lar virtual objects related to the focus of the user uoi and
shows them if so. Afterwards, the system searches and de-
tects user-specific virtual objects. The system applies fil-
ters in F to remove any unqualified virtual objects. Then,
the system removes any unrepeatable virtual object oi if
there exists another unrepeatable virtual object oj such that
(tk, ltk , oj , R(tk)) ∈ uhi (tk) ∧ ci = ck. Repeatable virtual ob-
jects are marked if the same labeled one has been checked-in
in user’s short history profile uhi (t).

Weights of virtual objects, which are left after filtering and
checking with short history, are calculated based on user’s
profile and his social network information. Note that in this
stage, marked repeatable virtual objects in the previous stage
tend to have higher weights. After weighing, the system
applies focus to improve the weights of virtual objects that
share the same label with uoi (t), which the user is looking
at. Then physical distance is taken into account since we
assume user is not willing to walk a long way to the place.
Intuitively, closer virtual objects get higher priority. The
system combines the weights and the physical distance to
a final virtual distance. At last, the system presents the
remaining meaningful objects in a weighted round robin way.
Figure 3 depicts our intention to design the system in an
easily reconfigurable way and with abstract components that
can be adapted to user’s routine and personality.

4. EVALUATION AND RESULTS
In order to evaluate the performance of ReadMe, and see

how good are its recommendations, we collected 100 objects
via Google Street View, we categorised them in 9 categories
and stored them in the following form: <ID, latitude, lon-
gitude, category>. We randomly pick a frame from each
Google Street View snapshot we collected and retrieve the
location of the user, the time and the user’s profile at that



frame. With these as an input and all the users’ previous
profiles, we generate our recommendation lists and checked
whether our list hit the object the user saw in next frame.
The used metrics are: (1) the mean reciprocal rank (MRR):
MRR = 1

m

∑m
i=1

1
ranki

,where ranki means the i-th recom-

mended object is the correct answer, and (2) the number

of hits (HITi): HITi =
∑m

j=1 Ij

m
,where Ij is an indicator

function, which is one if the correct object is in the top i
recommended list and zero otherwise.

The time t is randomly generated from 9:00 am to 11:59
pm, the location l is randomly selected from the collected
snapshots, and the focus y, which is one of the visible objects
at location l in order to produce a test case (t, l, y). We
want the recommended objects to be relevant and diversified
regarding the test case. Also, high quality results should
have higher rankings. For these reasons we let the users to
evaluate the recommended objects and set 3 levels of scores.
Score 0 means that the object is not related to the test case,
score 1 refers to partially related to test case and score 2
represents strongly related to the test case object.

We test ReadMe in terms of: (i) Relevance: We calculate
the average score of the recommendation list and (ii) Diver-
sity: We calculate the Category-Cover@k (CC@k) [25] and
we check how many different categories our recommendation
list with k objects has cover as k varies.

We compare ReadMe with the following baselines: (i) k-
Nearest Neighbors (KNN): KNN returns the k objects which
are closest to the user, based on pure physical distance. (ii)
Focus-Based Recommendation (Focus): This technique in-
fers user’s interests based on what the user is looking at
and tries to find the most similar objects with current focus.
In the next two subsections we present the performance of
ReadMe compared with KNN and Focus in terms of Rele-
vance and Diversity.

4.1 Evaluation of Relevance
We pick 10 representative and independent test cases.

These cases consist of a timestamp, the user’s location and
her focus (t, l, f). We apply the 3 methods on them and get
top N recommendation list, where N varies from 1 to 5. We
let user decide whether the recommended objects are rele-
vant to the test cases or not. The relevance score r ∈ 0, 1, 2,
where 0 means irrelevant, 1 means partially irrelevant and
2 means relevant. We calculate the average score of top N
for different recommendation list generated from different
methods and we get Figure 4.

ReadMe outperforms the two baselines, especially when
N equals to 1 or 2, which means the top ranked objects
of our methods have high probability to be related to test
cases. This is due to the fact that ReadMe considers time,
location and focus. For example, one of the test case is
(12:16, shopping center, XXX restaurant). ReadMe infers
that there is a high probability that the user is looking for
the focus related objects (restaurant) since 12:16 is lunch
time. ReadMe searches for restaurants around the user and
puts them in the front of the list. Besides, ReadMe also
diversifies the result by recommending objects belonging to
other categories. In this case, ReadMe recommends shops
also. Focus may recommend good results in this case be-
cause it just looks for nearest restaurants. But it performs
badly in other cases since the user is not always looking for
focus related objects. KNN performs even worse since it just
returns k nearest objects.
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4.2 Evaluation of Diversity
Figure 5 shows the results of the Category Cover (CC@k)

when k varies from 1 to 5. For example, CC@2 equals 2,
which means top 2 returned objects covered 2 categories.
We can see CC@k of Focus is always 1 since Focus just
returns objects belonging to the same category as focus. The
diversity of recommended objects of KNN depends on the
diversity of objects around the user, which is uncertain. On
the other hand, ReadMe aims to return diversified results.
From Figure 5, we can see ReadMe outperforms the other
two methods.

5. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel system architecture and

a low complexity real-time algorithm for virtual object rec-
ommendation in MAR environments. We took into account
user’s characteristic as well as the dynamic features of the
mobile environment in order to improve the quality of the
recommendation list while at the same time we applied effi-
cient filters in order to shrink the size of the huge number of
the candidate virtual objects. Our current work is the im-
plementation and the optimisation of this recommendation
system in the android smartphones and on Google Glasses
in order to produce more realistic and longer period results.
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